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Introduction 
It was Isaac Newton who in 1669 [7, p. 2351 published what is now known as the 
Maclaurin series expansion for e. Originally derived from the binomial expansion of 
the limit definition of e ,  

it is sometimes referred to as the Direct Method: 

vening centuries, it has maintained its place as a supremely simple, 
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ficient method for calculating e [I, p. 3131. Perhaps for this reason, 
s to calculate e to greater precision have focused primarily on compu- 
ues employing the Binary Splitting method [3] and Fast Fourier Trans- 
ltiplication [lo]. The core expression as an infinite series has remained 
s the fastest way to e. However, using techniques familiar to any first- 
udent, it is indeed possible to derive series that converge more rapidly. 

relative rates of convergence 
mparing the rate at which two series converge to the same limit can be 
 into two categories of measurement. One is an algebraic assessment 

ecimal place accuracy (d.p.a.) that is gained from a given number of 
er the d.p.a., the faster the series converges. The other can be generally 
 computational time required to achieve a given degree of accuracy as 
 context of a particular hardwarelsoftware configuration. In this case, a 
 of processor operations indicates that the algorithm is inherently more 
ires less time to compute, and therefore, in a fundamental sense, is a 

or achieving a given computation. 
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